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Abstract. Image segmentation is an important processing step in many image 
understanding algorithms and practical vision systems. Various image segmen-
tation algorithms have been proposed and most of them claim their superiority 
over others. But in fact, no general acceptance has been gained of the goodness 
of these algorithms. In this paper, we present a subjective method to assess the 
quality of image segmentation algorithms. Our method involves the collection 
of a set of images belonging to different categories, optimizing the input pa-
rameters for each algorithm, conducting visual evaluation experiments and ana-
lyzing the final results. We outline the framework through an evaluation of four 
state-of-the-art image segmentation algorithms—mean-shift segmentation, 
JSEG, efficient graph based segmentation and statistical region merging, and 
give a detailed comparison of their different aspects. 

Keywords: Image segmentation,  subjective evaluation. 

1   Introduction 

Image segmentation is an important processing step in many image, video and com-
puter vision applications. Extensive research has been done in creating many different 
approaches and algorithms for image segmentation [1-10]. However, no single seg-
mentation technique is universally useful for all applications and different techniques 
are not equally suited for a particular task. Hence there needs a way of comparing 
them so that the better ones can be selected. To properly position the state of the art of 
image segmentation algorithms, many efforts have been spent on the development of 
performance evaluation methods. 

Typically, researchers show their segmentation results on a few images and point 
out why their results look better than others. In fact, we never know from such studies 
if their results are good or typical examples, whether they are for a particular image or 
set of images, or more generally, for a whole class of images. Other evaluation meth-
ods include analytical and empirical goodness methods [11]. For analytical methods 
[12, 13], performance is judged not on the output of the segmentation method but on 
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the basis of their properties, principles, complexity, requirements and so forth, with-
out reference to a concrete implementation of the algorithm or test data. But until 
now, this kind of methods may only be useful for simple algorithms or straightfor-
ward segmentation problems. The difficulty is the lack of general theory for image 
segmentation [14]. As for empirical goodness methods, some goodness metrics such 
as uniformity within regions [15], contrast between regions [16] and shape of seg-
mented regions [17] are calculated to measure the quality of an algorithm. The great 
disadvantage is that the goodness metrics are at best heuristics, and may exhibit 
strong bias towards a particular algorithm [18]. To address these problems, it has been 
widely agreed that a benchmark, which includes a large set of test images and some 
objective performance measures, is necessary for image segmentation evaluation. 
Several important works [19-23] emerged and among these, one widely influential 
prior work is Berkeley benchmark presented by Martin et al. [19]. Unfortunately, both 
Martin’s and other researchers’ work suffer from a series of shortcomings, which are 
discussed in [20].  

This paper presents a segmentation evaluation method that was motivated by the 
following two proposals. 

(1) The first one is that an evaluation method should produce results that correlate 
with the perceived quality of segmentation images. This was noted by Cinque et al. 
[24]:“Although it would be nice to have a quantitative evaluation of performance 
given by an analytical expression, or more visually by means of a table or graph, we 
must remember that the final evaluator is man and that his subjective criteria depend 
on his practical requirements.” Though those methods mentioned above can be very 
useful in some applications, their results do not necessarily coincide with the human 
perception of the goodness of segmentation. 

   

(a)                                          (b)                                              (c) 

Fig. 1. Illustration of segmentation comparison where the blue boundaries in the images indi-
cate the segmentation results. The left image (a) is the ground-truth segmentation. The middle 
(b) and right (c) are respectively the results produced by two segmentation algorithms. 

(2) The second one is that existing benchmark based evaluation methods, usually 
objective methods, cannot properly reflect the goodness of different segmentation 
algorithms, so human subjects are needed to directly evaluate the output of segmenta-
tion algorithms. Generally, these methods define different functions, which measure 
the discrepancy between an algorithm’s results and the ground-truth segmentations, to 
produce a quantitative value as a representation of the algorithm’s quality. But actu-
ally, the human labeled ground-truth segmentations are another kind of expression of 
the pictures’ semantic meaning and it is not convincing to measure it by a quantitative 
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value, especially when there are several ground-truth segmentations for one picture 
just as Martin’s benchmark.  Indeed, it is still a known difficult task to exactly quan-
tify the semantic meaning. “In the absence of explicit semantics, the only alternative 
is to turn to human subjects, who will introduce implicit semantics through their un-
derstanding of the images [23].” Take the segmentations in Fig. 1 as an example. 
Suppose the left image (a) is a ground-truth segmentation, the middle (b) and right (c) 
are two segmentation results by different algorithms. If we evaluate the algorithms 
through hit rate by comparing the segmented boundaries with the ground-truth ones, 
the two algorithms will be considered as the same in performance. Nevertheless, most 
of us will think the algorithm producing the right segmentation result (c) is better than 
the one producing the middle one (b). 

The approach taken to evaluate segmentation algorithms in this work is to measure 
their performance by human subjects, to use real images of different types in the 
evaluation and to select the parameters for each algorithm in a meaningful way that is 
not biased towards any algorithm. Aspects that distinguish our work with the previous 
are the following: 

(1) Firstly, we test segmentation algorithms on images of different types and ana-
lyze their performance separately. This is often overlooked by other evaluation meth-
ods, which usually draw a thorough conclusion on a bunch of mixed test images. As a 
matter of fact, it can be a distinguished property that different algorithms may per-
form differently on each categorized images.  

(2) Secondly, our selected input parameters of each algorithm for the final evalua-
tion process are more reasonable. Most exiting evaluation methods merely gave a 
mathematic metric without considering the parameter selection problem or challenged 
this crucial step with ambiguity. In this work, we use a coarse-to-fine method to select 
10 “best” parameter sets for each algorithm from a large parameter space. The final 
evaluation is made on the basis of each algorithm’s 10 parameter sets. Therefore, our 
conclusion is more robust and can reflect the algorithms’ real performance.  

(3) In our analysis of the experimental data, we use the statistical technique and 
psychological model Intraclass Correlation Coefficient. This makes our experimental 
conclusion more reasonable and acceptable. 

The remainder of this paper is organized as follows. In Section 2, we introduce the 
images used in our experiments and four algorithms to be evaluated. In Section 3, we 
describe our parameter selection procedure for each algorithm and in Section 4, ex-
periments are conducted to assess the performance of the four segmentation algo-
rithms. Finally, discussion and conclusion are made in Section 5. 

2   Images and Segmentation Algorithms 

Any scheme for evaluating segmentation algorithms must choose a test-bed of images 
with which to work. In this paper we employ the publicly available Berkeley image 
segmentation database [25], to which existing evaluation method frequently refer. 50 
natural images of different types are carefully selected from the database. They are 
categorized as textured and nontextured, each of which compose half of the dataset. 
To ensure wide variety, we intentionally collect images with various contents, such as 
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human, animal, vehicle, building, landscape, etc. All images are colored RGB format 
of 481×321 or 321×481 in size.  

We also select four segmentation algorithms in our evaluation, which are mean-
shift segmentation (MS) [4], JSEG [1], efficient graph-based method (EGB) [3] and 
statistical region merging (SRM) [2], based on the following three considerations.  

(1) They well represent different categories of image segmentation methods.  
(2) All of them are relatively new methods and published in well-known publications.  
(3) The implementations of these methods are publicly available. 

3   Parameter Selection 

Selecting the input parameters of each algorithm is a critical step in performance 
evaluation because the resulting quality varies greatly with the choice of parameters. 
Most existing evaluation methods treat this complex problem with ambiguity or do 
not mention it at all. In this paper, we select parameters in a prudent manner. For each 
algorithm, the plausible meaningful range of each parameter is determined by consult-
ing the original paper and doing a preliminary experiment, through which we can get 
a general idea of the parameters’ effects on the algorithm’s results. We try our best to 
make sure each parameter of a specific algorithm samples the entire reason-able pa-
rameter space, with no bias toward any parameter or algorithm. After this initial pa-
rameter selection, we then choose ten parameter settings for each algorithm through 
five persons’ evaluation. Our final results are based on the ten parameter settings of 
each algorithm. This is called the final parameter selection. 

3.1   Initial Parameter Selection  

According to the principles mentioned above, we choose the initial combinations of 
parameter settings for each algorithm as follows. 

(1) Mean-shift segmentation (MS). The mean-shift based segmentation technique 
is one of many techniques under the heading of “feature space analysis.” There are 
three parameters for the user to specify. The first parameter hs , and second parameter 
hr , are respectively the radius of the spatial dimensions and color dimensions for 
gradient estimation. The third one, M  (minimum region), controls the number of 
regions in the segmented image. Our preliminary experiment on dozens of images 
tells us that the reasonable maximum of the three parameters are respectively about 
49, 30.5 and 7000. Therefore, we give 7×7×7 combinations of mean-shift parame-
ters, where hs ∈{7, 14, 21, 28, 35, 42, 49}, hr ∈ {6.5, 10.5, 14.5, 18.5, 22.5, 26.5, 
30.5} and M ∈ {50, 200, 700, 1000, 3000, 5000, 7000}. 

(2) JSEG segmentation (JSEG). JSEG is a much more different method based on 
region growing using multiscale “J-images.” The algorithm has three parameters that 
need to be determined by the user. The first one is a threshold q  for the quantization 
process. The second one is the region merging threshold m  and the last one l  is the 
number of scales desired for the image. The ranges of the three parameters are 
bounded by the author in the implementation as q ∈  [0, 600], m ∈  [0, 1] and l ∈ {1, 
2, 3}. Consequently, the initial 7×7×3 JSEG parameter settings are combinations of 
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the just referred three, where q ∈{85, 170, 255, 340, 425, 510, 595}, m ∈{0.15, 0.30, 
0.45, 0.60, 0.75, 0.90, 1.00} and l ∈ {1, 2, 3}. 

(3) Efficient graph-based segmentation (EGB). This is typically a graph-based 
segmentation method by comparing and merging pairwise regions. The algorithm 
required three parameters to be set: σ , k  and Min . σ is used to smooth the input 
image before segmenting it. k is the value for the threshold function and Min repre-
sents the minimum component size enforced by post-processing. On the basis of a 
preliminary experiment, the initial 7 × 7 × 7 parameter settings are determined as 
σ ∈ {0.15, 0.30, 0.45, 0.60, 0.75, 0.90, 1.00}, k ∈{200, 500, 800, 1000, 2000, 3000, 
4000} and Min ∈{50, 200, 700, 1000, 3000, 5000, 7000}. 

(4) Statistical region merging based segmentation (SRM). The key idea of this 
method is to formulate image segmentation as an inference problem and then process 
it with region merging and statistical means. There is only one parameter Q  , which 
control the coarseness of the segmentation, to be decided by the user. Q  is an integer 
number confined  in the range of [1, 256] according to the original paper but our pre-
liminary experiment shows a shrunken range of [1, 80] is more appropriate. 

We can easily find that all the first three algorithms (MS, JSEG and EGB) have 
three parameters and we ensure each parameter equally samples the reasonable pa-
rameter space. Some of the parameters have the same meaning (e.g. M and Min ). 
Thus they are given the same numerical value. While this method does not guarantee 
that the optimal input parameter set is identified — indeed there is currently no ac-
cepted method that will guarantee finding the optimal input parameters without 
ground truth — it does avoid biasing the results toward any of the algorithm.  Unfor-
tunately, the fourth SMR algorithm only depends on one parameter. This makes it 
harder to compare it with the other three. Adding two more parameters by modifying 
the algorithm is a way of addressing this problem [22, 26]. However, this is not an 
easy task and furthermore, modifying the algorithm may divert it greatly from the 
original one.  Thereby we handle this demanding problem by shrinking the initial 
parameter settings to less than one third of the first three parameters’ choices. 

3.2   Final Parameter Selection 

In this stage, the number of every algorithm’s initial parameter combinations is re-
duced to 10. The methodology employed here is by the subjective evaluation of 5 
participants, major in computer vision, on 20 images. Half of the images are textured 
and the other half are nontextured.  

In the first place, each algorithm produces results on the 20 training images with all 
its initial parameter combinations. But the forms of segmentation results differ greatly 
with each other as showed in Fig. 2. MS produces results with two kinds of forms, 
white-black boundary map and region map with mean color within the region. JSEG 
gives its segmentation results in the form of boundary map superimposed on the 
original map, while EGB with region map filled with random color and SRM with 
boundary map superimposed on the mean color region map. In order to exempt the 
influence of different segmentation representations on participants’ ratings, we pro-
gram to transform the three kinds of results of MS, EGB and SRM into one uniform 
representation, boundary map superimposed on the original map, which is the same as 
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the results of JSEG.  Participants are then asked to rate the segmentation results from 
a scale of one to seven. There is no time limit but the participants are asked to make 
their standard of “goodness” consistent in the whole procedure and for one image, the 
scores of four algorithm must be rated at one time. The rating score indicates the 
easiness of identifying the perceptually different objects from the segmentation re-
sults. The higher the score is, the easier the different objects can be identified. After 
doing this, the results of each algorithm with a rating no less than five are collected in 
together. We then use a voting process to decide the most representative parameter 
settings for each algorithm. Parameters with the highest ten voting scores are selected 
as the algorithm’s final parameter settings. The results of final parameter selection are 
listed in Table 1. 

 

Fig. 2. The different representations of the four algorithms’ segmentation results: (a) an original 
image; (b, c) the segmentation results of MS; (d) the segmentation result of JSEG; (e) the seg-
mentation result of EGB; (f) the segmentation result of SRM 

4   Algorithm Evaluation 

Getting the ten parameter settings for each algorithm, we then use a subjective way to 
evaluate the four segmentation algorithms. In this experiment, 30 images are used. 
Each image is processed by each algorithm with all its 10 parameter combinations. 
The total 1200 segmentation results are then evaluated by 20 persons major in com-
puter vision in a similar way as described in the final parameter selection step. 

4.1   Consistency between Participants’ Ratings 

Before we start our evaluation, it is important to known whether the ratings are con-
sistent across the participants. This is estimated using one form of the Intraclass Cor-
relation Coefficient psychological model [27, 28]. The ICC (3, k) form is appropriate 
for the task because it measures the expected consistency of the k participants’ mean 
ratings. The ICC (3, k) model is defined as: 

ems

ems-bms
k) ICC(3, = , (1)
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Table 1. The final parameter selection results. There are 10 parameter combinations for each 
algorithm. 

 
 
where bms represents mean square of the ratings between targets, ems means total 
error mean square, and k is the number of participants. The values of ICC can range 
from zero to one, where zero means no consistency and one means complete consis-
tency. This ICC model is used for every segmentation algorithm to examine the corre-
lation of participants’ ratings. Since 20 participants are involved in the procedure, the 
ICC (3, 20) for each algorithm is 0.9258(MS), 0.9702(JSEG), 0.9692(EGB) and 
0.9617 (SRM). These figures give an indication that a consensus about ratings exists. 
This is a critical result since it establishes the validity of comparing the ratings in our 
experiments. 

4.2   Performance and Parameters 

In this part, we examine the algorithms’ performance under different parameters. In 
the first place, the rating scores are used to determine the two parameter settings using 
two different criteria. The best single overall parameter setting, termed the fixed pa-
rameters, is identified by averaging the ratings across the participants, averaging these 
results across images, and finding the parameter set with the highest average. The best 
parameter setting for each individual image, termed the adapted parameters, is also 
found. This is done by averaging the ratings across participants and identifying the 
parameters that have the highest average rating for each image. 

The fixed parameters for each algorithm are: MS (35, 10.5, 5000), JSEG (595, 
0.60, 1), EGB (1.00, 500, 3000) and SRM (32). The adapted parameters for each 
image are show in Table 2. Since all the images are from Berkeley database, their 
names are labeled with numbers as they were. 

We calculate their mean ratings under the two parameter settings by averaging the 
ratings across images and participants and then compare their relative performance. 
For fixed parameters, their mean ratings are 4.73(MS), 4.76(JSEG), 4.37(EGB) and 
4.13(SRM). For adapted ones, they are 5.12(MS), 5.01(JSEG), 4.73(EGB) and 
4.43(SRM).We can see clearly that the performance of the two algorithms — MS and 
JSEG — are better than that of EGB and SRM in both fixed and adapted parameter 
settings, while for MS and JSEG, or EGB and SRM, the difference in them is trivial. 
We can also find that for every algorithm, the adapted parameters outperform the  
< 



60 Q. Wang  and Z. Wang 

Table 2. The adapted parameters for each image. Image names are labeled with the numbers in 
the Berkley database. 

 
 

fixed parameters. This is a significant result because it implies that the amount of 
effort expected in parameter optimization can influence the measured performance of 
the algorithm. Therefore, equal effort must be put in optimizing the parameters in a 
real application. 

4.3   Performance and Image Category 

In this experiment, we examine the interaction between the algorithms’ performance 
and the image categories. The relative performance of the algorithms is calculated 
separately by averaging the ratings across images of a specific category and partici-
pants. For textured images, their mean ratings are 4.28(MS), 3.78(JSEG), 3.66(EGB) 
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and 3.03(SRM). For nontextured ones, they are 4.56(MS), 4.76(JSEG), 4.21(EGB) 
and 4.32(SRM). Generally, the four algorithms perform better on nontextured images 
than on textured images. This suggests that each algorithm leaves something to be 
improved when confronted with textured images. How to deal with texture is still a 
problem required to be noticed while developing segmentation algorithms. As for 
their relative performance, we can find that the MS algorithm performs significantly 
better than the other three for textured images, while SRM is the poorest and, JSEG 
and EGB are nearly of the same level. For nontextured images, JSEG and MS pro-
duce better results than SRM and EGB. The difference between MS and JSEG is 
marginal. The same is true for EGB and SRM.  

4.4   Stability with Respect to Different Images 

Performance variation with respect to different images under one particular parameter 
combination is an important property. Here we first average ratings of every image 
under every parameter setting across participants and then calculate the variance of 30 
images’ ratings under every parameter combination. At last the 10 variances of the 
algorithm are averaged as a representation of the algorithm’s stability under different 
images. The variances for the four algorithms are respectively 2.85(MS), 2.55(JSEG), 
1.38(EGB) and 1.79(SRM). From these figures, we can see that the stability of the 
four algorithm is EGB>SRM>JSEG>MS. Though MS and JSEG produce better re-
sults than EGB and SRM, their stability with respect to images is not as good as EGB 
and SRM.  

4.5   Stability with Respect to Different Parameter Settings 

An algorithm’s performance may vary greatly under different parameter settings. In 
this experiment, we look at an algorithm’s stability across the 10 best parameter com-
binations. We average the ratings of a particular image across participants and then 
compute the variance of an image’s 10 ratings. After that, we average the variance 
results across 30 images. Experimental results are 0.91(MS), 1.45(JSEG), 0.46(EGB) 
and 1.16(SRM), which show that the relative stability are EGB>MS>SRM>JSEG. 
When employing a sensitive algorithm such as JSEG, we should pay more attention to 
the parameter selection because it may affect the results greatly. 

4.6   Processing Time Comparison 

Processing speed is a critical consideration in many applications. Sometimes it is 
much more important than other properties discussed above. However, except for MS 
algorithm, none of the other three algorithms give a running time registration in their 
original implementation programs. So we make a little change in the original pro-
grams to make them capable of registering the processing time while segmenting an 
image. After that, we calculate the mean processing time of an algorithm by averaging 
time across all images and parameter settings. All the programs are run on a computer 
with Pentium 4 CPU 2.93GHz and 1G memory. 

The processing time (in seconds) are 44.34(MS), 9.88(JSEG), 0.61(EGB) and 
0.39(SRM). Obviously, we can see that MS is the most time-consuming algorithm, so 
it is not appropriate for real time applications. JSEG runs more quickly than MS, but 
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it still can not satisfy the need of real time situations. Fortunately, EGB and SRM are 
both quick enough in a real time system and SRM stands out with the quickest speed. 

5   Discussion and Conclusion 

In this paper, we have presented a subjective method for comparing the quality of 
image segmentation algorithms. To demonstrate the utility of our proposed method, 
we performed a detailed comparison between four algorithms: mean-shift segmenta-
tion (MS), JSEG, efficient graph-based method (EGB) and statistical region merging 
(SRM). The algorithms were compared with respect to different parameter settings, 
image categories and processing time. Also, two kinds of stability were considered: 
stability with respect to parameters for a given image and stability with respect to 
different images for a given parameter combination. Our experimental results show 
that no single algorithm can outperform others in all aspects mentioned above. For 
example, MS and JSEG perform better than EGB and SRM in terms of parameter 
settings and different image categories, while their stability and processing time are 
not as good as the other two properties. Therefore, there should be a trade-off between 
these characteristics in the selection of a real application. 

We can also find that, from the perspective of recognizing the different objects in 
images, even the state-of-the-art segmentation algorithms are far from perfect. This 
can be demonstrated from the mean scores in Section 4.2 and Section 4.3. We believe 
that, only after knowing how to solve this object recognition segmentation, can we 
make a great progress in image segmentation. Additionally, an effective object recog-
nition segmentation method can facilitate many related applications, such as contend 
based image retrieval. Our future research involves developing a new segmentation 
algorithm consistent with human perception and this work is under way. 

Our comparison in this experiment is an overall one rarely done in previous 
evaluation papers. We can get a complete understanding of the algorithms after this 
evaluation. This is informative when confronting with a problem of segmentation 
method selection in real applications. 

However, this evaluation method has its shortcomings. First, subjective evaluation 
is a tedious and time-consuming work. In these experiments, the entire 50 images 
require thousands of ratings for every participant. This severely limits the number of 
images used in the evaluation, which brings out the second shortcoming that the abil-
ity to generalize our experimental results may be limited. In this work, 20 images 
were used in the parameter selection process and another 30 images are used in the 
algorithm evaluation process. This is not a large number compared with those objec-
tive evaluation methods. In spite of this, we argue that our evaluation conclusion is 
meaningful and useful. For one reason, the rating scores of different participants are 
consistent with each other as the psychological model ICC (3, k) demonstrates. For 
another, though it is not a large number of images, they have diverse image character-
istics, and it is larger enough than those which claim their superiority over others on 
just several images. Besides, some of the properties compared in our experiments 
vary greatly with different algorithms and we believe it can reflect the actual quality 
of the algorithm. 
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